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TNO Virtual Instruction Platform (VIP)
Integrating Users, Environments and Organizations for Training, Assessment and Research

Pedagogical

• Simple and seamless integration of 

learning with CBT and live or simulated 

environments

• Standardization of CBT and simulator 

didactics

• Automated assessment of low- and high-

order skills

Technical

• Standardized real-time performance 

measurement and administration

• Interoperability of learning content

• Improved reusability

• Uniform virtual instruction environment

Organizational

• Cost reduction

• Content development independent of 

training environment

• Standardized and reusable learning 

content and results

• Learning anytime, anywhere

Automated 

Assessment?
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Automated Assessment!
The ingredients

1. Start with an agent with access to the simulator, task 

and user

2. Add a Recurrent Temporal Restricted Boltzmann 

Machine (RTRBM)

3. Use a Continuous Stochastic input layer to handle 

continuous data

4. Encode and extract knowledge to/from RTRBM using 

its energy function
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Multi-Agent Virtual Instruction Platform
Overview

Simulators 
Games

Live

Students 
Instructors

Researchers

L(C)MS
Databases

Observation
Manipulation

Assessment

Interaction

Management
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Virtual Instruction Platform
Configuration
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VIP

Tasks Current Task

Virtual Instruction Platform
Presentation
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Encode rules

Extract rules

Neural Symbolic Cognitive Agent
Architecture
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Ilya Sutskever, Geoffrey E. Hinton and Graham 
W. Taylor. The Recurrent Temporal Restricted 

Boltzmann Machine. In Advances in Neural 

Information Processing Systems 21, MIT Press, 

Cambridge, MA, 2009.

Neural Symbolic Cognitive Agent
Recurrent Temporal Restricted Boltzmann Machine (RTRBM)

Learning with 

Contrastive Divergence

Learning with 

Backpropagation-

Through-Time

Conditionally Independent Rules:

rt ← P ( Rt | bt , rt-1 )

Reconstructed belief state (inference):

bt ~ P ( Bt | rt-1 )
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Neural Symbolic Cognitive Agent
Automated Assessment
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Neural Symbolic Cognitive Agent
Automated Assessment
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Neural Symbolic Cognitive Agent
Automated Assessment
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Neural Symbolic Cognitive Agent
Automated Assessment
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Neural Symbolic Cognitive Agent
Automated Assessment
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Neural Symbolic Cognitive Agent
Automated Assessment
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Neural Symbolic Cognitive Agent
Adaptive Training with Cognitive-based Feedback
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Neural Symbolic Cognitive Agent
Adaptive Training with Cognitive-based Feedback
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Neural Symbolic Cognitive Agent
Adaptive Training with Cognitive-based Feedback
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Neural Symbolic Cognitive Agent
Adaptive Training with Cognitive-based Feedback
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Neural Symbolic Cognitive Agent
Continuous Stochastic Input

Hsin Chen and Alan F. Murray. Continuous restricted Boltzmann machine 

with an implementable training algorithm. In Vision, Image and Signal 
Processing, IEE Proceedings, pages 153-158, 2003.

Trainable noise-control 
parameter for optimal fit of 

data distribution
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Neural Symbolic Cognitive Agent
Symbolic Extraction and Encoding with Penalty Logic

Penalty Logic Well Formed Formula (PLOFF):
1000 N → R Nixon is a Republican
1000 N → Q Nixon is also a Quaker
10 R → ¬P Republicans tend not to be Pacifist
10 Q → P Quakers tend to be Pacifist
3000 N the person we reason about is Nixon

Gadi Pinkas. Reasoning, nonmonotonicity and 

learning in connectionist networks that capture 

propositional knowledge. In Artificial Intelligence 

v.77 n.2, pages 203-247, September 1995.
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Neural Symbolic Cognitive Agent
Symbolic Extraction and Encoding with a RTRBM

rt-1 bt
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Conditions:
(Area = urban)

Scenario:
ApproachingIntersection ∧ ◊(ApproachingTraffic = right)

((Speed > 0) ∧ (HeadingIntersection)) S (DistanceIntersection < x) 

→ ApproachingIntersection

Assessment:
ApproachingIntersection ∧ (DistanceIntersection = 0) ∧

(ApproachingTraffic = right) ∧ □(Speed = 0) → (Evaluation = good)

Neural Symbolic Cognitive Agent
From Penalty Logic to Temporal Logic

Luís C. Lamb, Rafael V. Borges, Artur S. d'Avila Garcez. A 

Connectionist Cognitive Model for Temporal Synchronisation and 

Learning. In Proceedings of the Conference on Association for the 

Advancement of Artificial Intelligence (AAAI), pages 827-832, 

2007.

Trainee

Fuzzy Evidential Logic:

B = true ↔ w > 0,   ¬B = true ↔ w < 0

□B = true ↔ w ≈ 1, □¬B = true ↔ w ≈ -1
◊B = true ↔ w ≈ 0, ◊¬B = true ↔ w ≈ 0

Temporal Logic:

αSβ: β → αSβ

α ∧ ●(αSβ) → αSβ

Ron Sun. A neural network model of causality. In IEEE 

Transactions on Neural Networks, Vol. 5, No. 4. pages 604-

611. July, 1994.
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Results

NSCA Prototype

XML PLOFF
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Results

DEMO!
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Future Work

• Readable represenation of XML PLOFF in temporal logic and 

natural language

• Validation of Neural Symbolic Cognitive Agent through validation

of extracted rules by Subject Matter Experts (SMEs)

• Unsupervised learning of higher-order rules using Deep 

Boltzmann Machines
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Neural Symbolic Cognitive Agent
Higher-order rules with Deep Boltzmann Machines
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Neural Symbolic Cognitive Agent
Higher-order rules with Deep Boltzmann Machines
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Conclusions

Initial results are promising!

Experiments and validation ongoing
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Questions?

42!


